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Abstract— A simulated annnealing algorithm for gate sizing to
minimize area and delay while considering crosstalk is proposed.
It randomly selects a gate at each temperature for sizing to
minimize delay, crosstalk noise, and area. Simulation results for
area and critical path delay minimization indicate that the circuit
delay with due considerations given to crosstalk is improved by
more than four-fold. Also, when the circuit is optimized for area
and total gate delay, the critical path delay is found to improve
by 75.19% at a marginal trade-off for area (increase of 9.52%).
Finally, conclusions to this proposed approach are drawn from
experimental results, and a list of open research directions is
provided.

I. INTRODUCTION

A. Background and Motivation

As the number of transistors on integrated circuits and their
clock frequencies increase exponentially according to Moore’s
Law, the interconnects are increasingly becoming smaller, and
are placed closer together. Consequently, their resistance and
coupling capacitance increases, and the gate delay decreases
linearly as interconnect delay increases exponentially; these
delays can be estimated with the product of resistance and
capacitance in the RC delay model, and from models for
transistor scaling effects [1], [2]. Also, to further complicate
things, there exist fluctuations in voltage levels for power and
ground networks due simultaneous switching circuits [3]. This
results in the following key design challenges facing the semi-
conductor industry, such as the reduction of electromagnetic
interference, protection of signal integrity, improvement of
heat dissipation, and minimization of static and leakage power
dissipation [4]-[9].

There are two types of crosstalk, capacitive and inductive
crosstalk, that result in the addition of noise to the inter-
connects, and an electromagnetic interference on them that
depend on signal changes. Capacitive crosstalk results from the
capacitive coupling between neighboring interconnects when
one, some, or all of them switch(es) voltage value(s). For
example, the change in the voltage value of an aggressive
interconnect, may affect the switching delay or noise level of
its adjacent interconnect (also called the victim), depending on
whether the adjacent interconnect is not switching, or if they
are switching in the same or opposite directions. Inductive
crosstalk arises from the inductive coupling of signals on
an interconnect to another interconnect, since the switch in
voltage levels/current leads to a change in magnetic field

that induces proportional voltage changes in interconnects
nearby. [1]. They may increase circuit delay and/or glitches
on electrical paths that result in timing failure.

When analyzing crosstalk interference between adjacent
interconnects, the attributes of wires as aggressor and victim
are interchangeable, and they depend on the wire that is being
is observed for the effects of electromagnetic interference,
which lead to crosstalk effects such as clock jitter and clock
skew [3]. This may affect the timing performance on the
critical path of the circuit, and cause the circuit to fail to meet
timing requirements [10].

Functional correlation analytical techniques to identify crit-
ical paths affected by crosstalk delay are used to determine
the coupling between neighboring long wire paths. This en-
ables crosstalk delay, rising from various switching directions
and switching times, affecting these wires to be estimated.
Subsequently, they can be used to determine the changes in
critical path delay due to gate-sizing and buffer optimization
in various physical design automation steps to reduce crosstalk
delay effect for static timing optimization [10].

Gate sizing, which has a considerable impact on delay,
power dissipation, and circuit area [11], entails modifying
the sizes of gate in the circuit to optimize some objective
functions subject to certain constraints and compliance to
design rules [12]. Larger gates can drive bigger loads due
to lower resistance. However, they consume more area, and
increases the load on the previous stage [8]. There exist
various techniques for gate sizing, such as gate sizing (GS)
[12], statistical gate sizing [13], and geometric programming
[11], to deal with these conflicting effects while optimizing
delay subject to power and/or area constraints, and vice-versa
for power and/or area optimization with delay constraints.
The delay model is dependent on the load at the output and
the fan-out of gates. Thus, the propagation times and output
transition times of the fan-in gates, and their transitive fan-out
gates need to be computed again when the gates are sized.
Consequently, the sensitivities and slack time of the circuit
paths that these gates lie on will be affected. If the slack
time is negative, the delay constraints are not met, and signals
traveling along this path in the circuit needs to be sped up
with further gate sizing or buffer optimization. Hence, delay
optimization should employ global optimization techniques,
rather than local greedy methods [12].

Since the change in the delays of the proceeding gates on a



path has a significant drop-off when a gate is sized to improve
its slack time, we only need to determine the change in slack
time of neighboring paths up to two levels of fan-in and fan-
out. In addition, further computation time can be saved by only
recomputing the change in slack time of gates in the immediate
vicinity of the resized gate [12]. Slack time is defined as the
difference between the required time the signal must arrive to
meet timing constraints and the arrival time that is the time
taken for the signal to propagate to the point n in the circuit
from the primary inputs; see equation (1) [12].

S(n) = RT(n) — AT(n) (1)

B. Scope and contributions of our work

The aim of this paper is to propose a simulated annealing
algorithm to minimize critical path delay, critical path delay
with crosstalk, and circuit delay and area by using gate sizing
after routing. The use of electrical effort as a delay metric,
based on the linear delay model, may not adequately model
the parasitic effects [8], bootstrapping, or different input arrival
times [1] in ultra-deep sub-micron circuits. However, it is
chosen as our delay model due to its ease of implementation.
Similarly, a simple crosstalk noise model is chosen for the ease
of implementation; it is based on the ratio of the aggressor’s
driver size to the sum of the gate sizes of the victim’s
driver and receiver. In addition, manufacturability and the
minimization of clock skew, noise, and power are ignored
to keep the problem as a single-objective or dual-objective
optimization problem.

The paper is organized as follows. In section 2, our proposed
simulated annealing algorithm to size gates for delay mini-
mization, delay minimization with crosstalk noise accounted
for, and minimization of circuit delay and area is described.
Following that is Section 3, which discusses experimental re-
sults from implementing the simulated annealing algorithm for
crosstalk-aware gate sizing. Section 4 outlines future work on
combining gate sizing with other techniques for optimization
with multiple objective such as delay, area, and power. Finally,
we draw conclusions for this work in Section 5.

II. PROPOSED APPROACH
A. Crosstalk-aware Gate Sizing using Linear Programming

We endeavored to formulate the crosstalk-aware gate sizing
problem as a linear program, so that we can enter the objective
function and constraints of the linear program as an input
file to a linear programming software that will determine
an optimal feasible solution. However, we faced problems
attempting to linearize the metrics for crosstalk and delay
estimation, and were unable to proceed with solving this with
linear programming.

B. Simulated Annealing Algorithm for Gate Sizing

As aforementioned, a global optimization technique for
power and area minimization is needed. However, there does
not exist any general purpose optimization technique that
is better than all others, and the selection of appropriate

optimization techniques and objective functions are problem

specific [14]. This is attributed to the No Free Lunch (NFL)

theorem, which states that all possible optimization techniques

have the same performance on average upon evaluation of all

possible objective functions [15]. Hence, we have decided to

use simulated annealing to help us achieve our objectives.
The proposed algorithm is described below [16]-[18]:

Given:

So is the initial solution;

To is the initial temperature;

« is the cooling rate;

0 is the constant to increase/decrease the amount of time
its takes to cool at each temperature

M is the the amount of time its takes to cool at each
temperature

maaxtime is the total time allowed for the annealing process
to cool

t is the amount of unit time elapsed

Algorithm simulated_annealing (So, Ty, «, 3, M, maztime)
T = T();
S = SO;
Time = 0;
do{
metropolis(S,T,M);
Time = Time + M;
T = cooling_schedule(T);
M=p3x M,
twhile(Time < Maxtime)
return S = best output solution that is found;

Algorithm metropolis (S, T, M)
% S 1is the current solution
% T is the current temperature
% M is the amount of cooling time spend at this temperature
do{
temp-_solution = neighbor(S);
AE = cost(temp_solution) — cost(S);
if((AE < 0) || (random < e=77)) {
% Accept the attempted move as the new solution
S = temp_solution;
}
M=M-1;
twhileM > 0)

C. Definition of a Move

A gate in the circuit is randomly selected for gate sizing.
A random number is uniformly selected from the sequence of
{-64, -32, -16, -8, -4, 0, 4, 8, 16, 32, 64}, and the selected
gate is sized to this number.

D. Cooling Schedule

Several cooling functions currently used in simulated an-
nealing were considered. They include Boltzmann-Weighted



Ensemble Averages [16], [19], [20] (Eq. (2)), logarithmic
temperature schedule [19], [20] (Eq. (3)), fast annealing [19],
[20] (Eq. (4)), exponential cooling schedule [20] (Eq. (5)), and
linear schedule [20] (Eq. (6)).

T(k) = ok 2
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E. Objective Functions

Three objective functions were considered sequentially in
the simulation runs of the simulated annealing algorithm for
crosstalk-aware gate sizing. They are the metrics for delay
of a gate, which is its electrical effort, circuit delay Dy (total)
that combines the delay of a gate and the crosstalk noise (Eq.
(7)), and dual-objectives of area and circuit delay E; (Eq.
(8)) and E5 (Eq. (9)); crosstalk noise depends on the size of
the aggressor’s driver, and the sizes of the victim’s driver and
receiver.

Dv(total) = DV + X<ea,ev> (7)
n m
Ey=2-) gsi+ ) Diot ®)
i=1 =1

where gs; is the size of the gate, and m is the number of gates
on the critical path.

Ey =2 Z(gsi + Dv(total)) ©)
i=1

where gs; is the size of the gate.

F. Crosstalk Noise Metric

The metric for crosstalk X ¢, cv> used is determined by the
size of the aggressor driver S,1, and the sizes of the victim’s
driver Sy and receiver Sy; see equation (10). X ey evs is the
slowdown of the path on e, due to the crosstalk delay induced
on it by ey; K represents the proportionality constant that
determines that determines the impact of crosstalk on weakly-
driven gates [1].

Crosstalk noise X oqovs = K - L
' Svl . SV2

Only crosstalk coupling between two edges, an aggressor
e, and a victim e, were considered; this is represented by
< ey, e, >. This simplifies the analyses of crosstalk effects
between multiple wires, where the crosstalk interference be-
tween several interacting interconnects and their mutual effects
result in nonlinear behavior. In instances where more than
one interconnect has an impact on the crosstalk noise of a
victim interconnect, they are modeled as separate pairs of

(10)
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Fig. 1. Benchmark circuit for the simulations.

interconnects, where the victim interconnect is a member of
each of these pairs. Since an interconnect is represented by
2 gates, a driver gate n; and receiver gate ns, the crosstalk
effect of e, on ey is given by < (ny1,nv2), (a1, Maz) >.

G. Delay Model

The metric used to determine delay of a gate i, Dj, is
the electrical effort that depends on the gate fan-out; see
equation (11) [1]. The parasitic delay and logical effort in the
propagation metric for the linear delay model were ignored for
since we are only considering the delay of a gate and ignoring
the effects delay propagation on a path.

Delay of a gate i, D; = Cout/Cin (11)

where Cy,; is the capacitive load driven the gate output,
ignoring output parasitic capacitances, and Cj, is the gate’s
input capacitance.

III. SIMULATION RESULTS AND DISCUSSION
A. Benchmark Used

The benchmark circuit used is a tree with reconvergent fan-
out; each node in the tree represents a logic cell (simple gate)
and the each edge represents an interconnect between 2 gates.
Nodes Iy, I, and I3 denote the primary input drivers of the
electronics circuit, and PO is the primary output gate of the
circuit; see Fig. 1.

B. Results and Discussion

In our simulation runs, o and (3 were chosen to be unity;
M was also chosen to be 1. The value of maxtime chosen
was 1000. The fast annealing cooling schedule was chosen in
our simulations due to its faster convergence.



TABLE I
GATE SIZES DETERMINED BY SIMULATED ANNEALING

Gate Gate Size Gate Size Gate Size (Critical
Number | (no crosstalk) | (crosstalk) Path/Total Delay)
PO 200 200 200/200
1 200 200 4/8
2 88 88 8/20
3 76 76 8/20
4 32 32 4/4
5 32 36 4/8
6 28 28 4/4
7 24 24 4/4
8 12 12 4/4
9 12 12 4/4
10 12 20 4/4
11 12 12 4/4
12 12 16 4/4
13 12 8 4/4
14 12 12 4/4
15 12 8 4/4
16 4 4 4/4
17 4 4 4/4
18 4 4 4/4
19 4 4 4/4
20 4 4 4/4
21 4 4 4/4
22 4 4 4/4
23 4 4 4/4
24 4 4 4/4
25 4 4 4/4
26 4 4 4/4
27 4 4 4/4
28 4 4 4/4
29 196 196 4/4
I 4 4 4/4
Ip) 4 4 4/4
I3 4 4 4/4

Table I indicates the sizes of the gates in the circuit when
the circuit delay is minimized while ignoring crosstalk, when
the circuit delay is minimized while considering crosstalk,
when the circuit delay on the critical path is minimized with
crosstalk consideration along with area, and when the total gate
delay in the circuit is minimized with crosstalk consideration
along with area.

The delay on the critical path of the circuit at the start
of the simulated annealing is found to be 59 when crosstalk
is ignored, and its critical path delay is 85.5 when crosstalk
is considered; this initial solution is obtained by setting all
gate sizes to minimum. The critical path delay of the circuit,
without considering crosstalk in the simulation run of the
simulated annealing algorithm, was found to be 16.6894, and
its total crosstalk cost is 11.0618; the total crosstalk cost is
found to be the sum of all crosstalk noises in the gates. When
crosstalk slowdown is considered in determining the critical

Critical Path Delay vs. Time - With Crosstalk
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Fig. 2. Benchmark circuit for the simulations.
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Fig. 3. Benchmark circuit for the simulations.

path delay of the circuit, it was found to be 22.304. When
crosstalk is considered in the simulation run of the simulated
annealing algorithm, its crosstalk cost was found to be 6.1972,
and its circuit delay along the critical path is 19.9338.

Next, when the circuit is optimized for the dual objectives
of critical path delay and total gate area, which is found by
the sum of all gate widths, its crosstalk cost is 35.025 and
its circuit delay is 56.5. Its area was found to be 336. When
the area of the circuit is minimized along with the total gate
delay of the circuit, which is determined by the sum of all
gate delays, its crosstalk cost is 24.26, and its circuit delay is
35.25; its circuit area is 368.

Subsequently, when Eq. (8) is considered again, preference
is lower crosstalk delay when determining if the move should
be accepted. That is, when a gate is sized, and the overall
cost is found to be the same, the crosstalk delay of the gates
will be used as the tie-breaker. The crosstalk cost is found to
be 1.91932, and the circuit delay is 20.275; its circuit area is
calculated at 1244. Finally, Eq. (8) is considered yet again with
preference given to smaller area. The crosstalk cost is found
to be 5.12222, and the circuit delay is 19.8958; its circuit area
is calculated at 528.

From the results indicated above, crosstalk is found to have
a significant impact on the delay of the critical path in the



circuit; when crosstalk is considered in the first simulation
run, the critical path delay increased by 33.64%. Also, there
exists a trade-off between area and circuit delay on the critical
path of the circuit, likewise with area and total gate delay in
the circuit; see Figures 2 and 3. When the gates in the circuit
are sized to achieve minimum area and total gate delay, it was
found to have much better delay performance (improvement of
75.19%) for a marginal trade-off in area (increase of 9.52%)
compared to sizing the gates to minimize area and the critical
path delay on the circuit. We believe that this is because
optimizing the circuit for area and critical path delay leads
to more local optimizations compared to minimizing area and
total gate delay. Lastly, after optimizing for area and critical
path delay when crosstalk is considered, the delay is found to
improve by more than four-fold.

IV. FUTURE WORK

Future avenues of exploration include the following. The
dependencies and interactions between each step in the VLSI
design flow, and the impact of changes (such as gate sizing)
made in a step on others, should be investigated to improve
the efficiency of existing design methodology. For example,
the buffering of a net may prevent a gate form being optimally
sized, and the sizing/resizing of a gate can affect subsequent
buffer optimization. Consequently, modifications made in each
step can be used to facilitate the global optimization of the
circuit’s performance, as opposed to local optimizations for a
particular design requirement [7], [8].

Buffers, or repeaters, can be inserted into segments of a wire
or sized to regenerate signals [1]. They are used to improve
the drive strength of gates by restoring signal levels from their
attenuated values without modifying the logical organization
of the integrated circuit. Hence, interconnects with inserted
buffers can be laden with larger loads. They can also provide
isolation between the critical path and their heavy loads, such
that these loads are perceived as lightweight buffers. However,
it suffers from the conflicting effects that are similar to gate
sizing; namely, the insertion or sizing of buffers can improve
drive strength, reduce signal attenuation, and provide isolation,
but also increase the area of the integrated circuit that may
result in lower yield [8]. Some buffer optimization techniques
that are sequentially or concurrently performed with gate
sizing include the generalized De Morgan transformation [21],
interleaved buffer insertion and transistor sizing algorithm
[22], [23], technology-independent delay optimization using
logical effort [24], simultaneous gate sizing and path based
buffer insertion [25], and buffer resizing for aggressor and
victim in coupled clock networks to minimize clock jitter [3].

Simultaneous buffer optimization and gate sizing can be
used to achieve the multiple objectives of minimization in area,
delay, crosstalk noise, and power while incrementally iterating
between the various stages of the VLSI physical design flow.
This interleaving of steps such as floorplanning, placement,
and routing allows gradual refinement of the layout [26].
Techniques to be investigated may include simultaneous gate
sizing and path based buffer insertion for area minimization

[25], and a game theoretic integrated gate sizing and buffer
insertion that models progressive priced auction to determine
Nash equilibrium for power minimization [27]. However,
caution must be taken to avoid simple feedback loops between
logical and physical design such that the iterative process is
highly time-consuming and convergence in optimal solutions
is not guaranteed [28].

In addition, the following techniques can be concurrently
or sequentially used with gate sizing and buffer optimization.
They are power consumption minimization using variable in-
put delay CMOS logic [29], timing performance improvement
using logic replication [30], and improvement of robustness
against soft errors using a combination of error masking,
and error detection and recovery [31]. Also, global logical
transformations to minimize delay can be considered along
with gate sizing and buffer optimization techniques that do
not modify the netlist and do so locally, respectively. Such
techniques include cell replication and implicant-based circuit
transformations [28]. This combination may mitigate the ef-
fect of crosstalk delay and maintain signal integrity without
consuming too much power in an optimal area. Consequently,
an over-dependence on buffer insertion and gate sizing can be
avoided, and reduce area overheads that exacerbate the Rent
limit problem due to larger gates and inserted buffers [32].

Lastly, the models and metrics for delay and crosstalk
estimation can be further improved. For crosstalk models, the
2-m crosstalk model or the more accurate coupled noise pulse
amplitude model [33] can be used; crosstalk metrics such as
coupling capacitance and crosstalk sensitivity [34] can also
be considered. Delay models that may considered include the
Elmore delay model [35] to estimate wire and gate delay for
timing analysis [36]-[38], and the inclusion of wire length as
a probability distribution in Elmore modeling [38].

V. CONCLUSION

To deal with the problem of timing closure in ultra-deep
sub-micron design of complex integrated circuits [21], a sim-
ulated annealing algorithm has been proposed to perform gate
sizing to reduce area and delay, while considering crosstalk
effects. This global optimization technique averts local opti-
mizations that result in sub-optimal solutions by considering
area minimization with total gate delay optimization. The
authors noted the trade-off between area and circuit delay,
and suggest that these trade-offs that lie on the Pareto optima
should be considered in the design to meet chip size constraints
and performance requirements.
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